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Deep Learning in Science Cambridge
University Press

NVIDIA's Full-Color Guide to Deep
Learning: All You Need to Get Started and
Get Results "To enable everyone to be
part of this historic revolution requires the
democratization of Al knowledge and
resources. This book is timely and relevant
towards accomplishing these lofty goals." -

- From the foreword by Dr. Anima
Anandkumar, Bren Professor, Caltech, and
Director of ML Research, NVIDIA "Ekman
uses a learning technique that in our
experience has proven pivotal to
success—asking the reader to think about
using DL techniques in practice. His
straightforward approach is refreshing,
and he permits the reader to dream, just a
bit, about where DL may yet take us." --
From the foreword by Dr. Craig Clawson,
Director, NVIDIA Deep Learning Institute
Deep learning (DL) is a key component of
today's exciting advances in machine

learning and artificial intelligence.
Learning Deep Learning is a complete
guide to DL. llluminating both the core
concepts and the hands-on programming
techniques needed to succeed, this book is
ideal for developers, data scientists,
analysts, and others--including those with
no prior machine learning or statistics
experience. After introducing the essential
building blocks of deep neural networks,
such as artificial neurons and fully
connected, convolutional, and recurrent
layers, Magnus Ekman shows how to use
them to build advanced architectures,
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including the Transformer. He describes
how these concepts are used to build
modern networks for computer vision and
natural language processing (NLP),
including Mask R-CNN, GPT, and BERT.
And he explains how a natural language
translator and a system generating natural
language descriptions of images.
Throughout, Ekman provides concise, well-
annotated code examples using
TensorFlow with Keras. Corresponding
PyTorch examples are provided online,
and the book thereby covers the two
dominating Python libraries for DL used in
industry and academia. He concludes with
an introduction to neural architecture
search (NAS), exploring important ethical
issues and providing resources for further
learning. Explore and master core
concepts: perceptrons, gradient-based
learning, sigmoid neurons, and back
propagation See how DL frameworks make
it easier to develop more complicated and
useful neural networks Discover how
convolutional neural networks (CNNs)
revolutionize image classification and
analysis Apply recurrent neural networks
(RNNs) and long short-term memory
(LSTM) to text and other variable-length

sequences Master NLP with sequence-to-
sequence networks and the Transformer
architecture Build applications for natural
language translation and image captioning
NVIDIA's invention of the GPU sparked the
PC gaming market. The company's
pioneering work in accelerated computing-
-a supercharged form of computing at the
intersection of computer graphics, high-
performance computing, and Al--is
reshaping trillion-dollar industries, such as
transportation, healthcare, and
manufacturing, and fueling the growth of
many others. Register your book for
convenient access to downloads, updates,
and/or corrections as they become
available. See inside book for details.
Deep Learning in Practice Cambridge
University Press

Fun and exciting projects to learn what
artificial minds can create Key
FeaturesCode examples are in TensorFlow
2, which make it easy for PyTorch users to
follow alongLook inside the most famous
deep generative models, from GPT to
MuseGANLearn to build and adapt your
own models in TensorFlow 2.xExplore
exciting, cutting-edge use cases for deep
generative AlBook Description Machines

are excelling at creative human skills such
as painting, writing, and composing music.
Could you be more creative than
generative Al? In this book, you'll explore
the evolution of generative models, from
restricted Boltzmann machines and deep
belief networks to VAEs and GANs. You'll
learn how to implement models yourself in
TensorFlow and get to grips with the latest
research on deep neural networks. There’s
been an explosion in potential use cases
for generative models. You'll look at Open
Al's news generator, deepfakes, and
training deep learning agents to navigate
a simulated environment. Recreate the
code that’s under the hood and uncover
surprising links between text, image, and
music generation. What you will
learnExport the code from GitHub into
Google Colab to see how everything works
for yourselfCompose music using LSTM
models, simple GANs, and MuseGANCreate
deepfakes using facial landmarks,
autoencoders, and pix2pix GANLearn how
attention and transformers have changed
NLPBuild several text generation pipelines
based on LSTMs, BERT, and
GPT-2Implement paired and unpaired style
transfer with networks like



StyleGANDiscover emerging applications
of generative Al like folding proteins and
creating videos from imagesWho this book
is for This is a book for Python
programmers who are keen to create and
have some fun using generative models.
To make the most out of this book, you
should have a basic familiarity with math
and statistics for machine learning.
Generative Adversarial Networks
Cookbook CRC Press

A detailed and up-to-date introduction to
machine learning, presented through the
unifying lens of probabilistic modeling and
Bayesian decision theory. This book offers
a detailed and up-to-date introduction to
machine learning (including deep learning)
through the unifying lens of probabilistic
modeling and Bayesian decision theory.
The book covers mathematical
background (including linear algebra and
optimization), basic supervised learning
(including linear and logistic regression
and deep neural networks), as well as
more advanced topics (including transfer
learning and unsupervised learning). End-
of-chapter exercises allow students to
apply what they have learned, and an
appendix covers notation. Probabilistic

Machine Learning grew out of the author’s
2012 book, Machine Learning: A
Probabilistic Perspective. More than just a
simple update, this is a completely new
book that reflects the dramatic
developments in the field since 2012,
most notably deep learning. In addition,
the new book is accompanied by online
Python code, using libraries such as scikit-
learn, JAX, PyTorch, and Tensorflow, which
can be used to reproduce nearly all the
figures; this code can be run inside a web
browser using cloud-based notebooks, and
provides a practical complement to the
theoretical topics discussed in the book.
This introductory text will be followed by a
sequel that covers more advanced topics,
taking the same probabilistic approach.
Machine Learning Design Patterns
Packt Publishing Ltd

The design patterns in this book capture
best practices and solutions to recurring
problems in machine learning. The
authors, three Google engineers, catalog
proven methods to help data scientists
tackle common problems throughout the
ML process. These design patterns codify
the experience of hundreds of experts into
straightforward, approachable advice. In

this book, you will find detailed
explanations of 30 patterns for data and
problem representation,
operationalization, repeatability,
reproducibility, flexibility, explainability,
and fairness. Each pattern includes a
description of the problem, a variety of
potential solutions, and recommendations
for choosing the best technique for your
situation. You'll learn how to: Identify and
mitigate common challenges when
training, evaluating, and deploying ML
models Represent data for different ML
model types, including embeddings,
feature crosses, and more Choose the
right model type for specific problems
Build a robust training loop that uses
checkpoints, distribution strategy, and
hyperparameter tuning Deploy scalable ML
systems that you can retrain and update
to reflect new data Interpret model
predictions for stakeholders and ensure
models are treating users fairly

Deep Learning lllustrated "O'Reilly Media,
Inc."

Rigorous treatment of the theory of deep
learning from first principles, with
applications to beautiful problems in the
natural sciences.
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Hands-On Image Generation with
TensorFlow MIT Press

"This book introduces machine learning for
readers with some background in basic
linear algebra, statistics, probability, and
programming. In a coherent statistical
framework it covers a selection of
supervised machine learning methods,
from the most fundamental (k-NN,
decision trees, linear and logistic
regression) to more advanced methods
(deep neural networks, support vector
machines, Gaussian processes, random
forests and boosting), plus commonly-used
unsupervised methods (generative
modeling, k-means, PCA, autoencoders
and generative adversarial networks).
Careful explanations and pseudo-code are
presented for all methods. The authors
maintain a focus on the fundamentals by
drawing connections between methods
and discussing general concepts such as
loss functions, maximum likelihood, the
bias-variance decomposition, ensemble
averaging, kernels and the Bayesian
approach along with generally useful tools
such as regularization, cross validation,
evaluation metrics and optimization
methods. The final chapters offer practical

advice for solving real-world supervised
machine learning problems and on ethical
aspects of modern machine learning"--
Practical Al on the Google Cloud Platform
John Wiley & Sons

This book covers both classical and
modern models in deep learning. The
primary focus is on the theory and
algorithms of deep learning. The theory
and algorithms of neural networks are
particularly important for understanding
important concepts, so that one can
understand the important design concepts
of neural architectures in different
applications. Why do neural networks
work? When do they work better than off-
the-shelf machine-learning models? When
is depth useful? Why is training neural
networks so hard? What are the pitfalls?
The book is also rich in discussing different
applications in order to give the
practitioner a flavor of how neural
architectures are designed for different
types of problems. Applications associated
with many different areas like
recommender systems, machine
translation, image captioning, image
classification, reinforcement-learning
based gaming, and text analytics are

covered. The chapters of this book span
three categories: The basics of neural
networks: Many traditional machine
learning models can be understood as
special cases of neural networks. An
emphasis is placed in the first two
chapters on understanding the
relationship between traditional machine
learning and neural networks. Support
vector machines, linear/logistic regression,
singular value decomposition, matrix
factorization, and recommender systems
are shown to be special cases of neural
networks. These methods are studied
together with recent feature engineering
methods like word2vec. Fundamentals of
neural networks: A detailed discussion of
training and regularization is provided in
Chapters 3 and 4. Chapters 5 and 6
present radial-basis function (RBF)
networks and restricted Boltzmann
machines. Advanced topics in neural
networks: Chapters 7 and 8 discuss
recurrent neural networks and
convolutional neural networks. Several
advanced topics like deep reinforcement
learning, neural Turing machines, Kohonen
self-organizing maps, and generative
adversarial networks are introduced in



Chapters 9 and 10. The book is written for
graduate students, researchers, and
practitioners. Numerous exercises are
available along with a solution manual to
aid in classroom teaching. Where possible,
an application-centric view is highlighted
in order to provide an understanding of
the practical uses of each class of
techniques.

Generative Al with Python and
TensorFlow 2 O'Reilly Media

"Deep Learning in Practice helps you learn
how to develop and optimize a model for
your projects using Deep Learning (DL)
methods and architectures. This book is
useful for undergraduate and graduate
students, as well as practitioners in
industry and academia. It will serve as a
useful reference for learning deep learning
fundamentals and implementing a deep
learning model for any project, step by
step"--

Mathematics for Machine Learning O'Reilly
Media

"Hit Man" is the story of Foster's
triumphant four decades in the tumultuous
music industry--with 45 Grammy
nominations, four wins, and three Oscar
nominations. 8 pages of b&w photographs.

Programming Machine Learning Packt
Publishing Ltd

Distills key concepts from linear algebra,
geometry, matrices, calculus,
optimization, probability and statistics that
are used in machine learning.

Hands-On Transfer Learning with
Python "O'Reilly Media, Inc."

Although interest in machine learning has
reached a high point, lofty expectations
often scuttle projects before they get very
far. How can machine learning—especially
deep neural networks—make a real
difference in your organization? This
hands-on guide not only provides the most
practical information available on the
subject, but also helps you get started
building efficient deep learning networks.
Authors Adam Gibson and Josh Patterson
provide theory on deep learning before
introducing their open-source
Deeplearning4j (DL4)) library for
developing production-class workflows.
Through real-world examples, you'll learn
methods and strategies for training deep
network architectures and running deep
learning workflows on Spark and Hadoop
with DL4J. Dive into machine learning
concepts in general, as well as deep

learning in particular Understand how
deep networks evolved from neural
network fundamentals Explore the major
deep network architectures, including
Convolutional and Recurrent Learn how to
map specific deep networks to the right
problem Walk through the fundamentals of
tuning general neural networks and
specific deep network architectures Use
vectorization techniques for different data
types with DataVec, DL4)'s workflow tool
Learn how to use DL4J natively on Spark
and Hadoop

Hitman Simon and Schuster

Working with Al is complicated and
expensive for many developers. That's
why cloud providers have stepped in to
make it easier, offering free (or affordable)
state-of-the-art models and training tools
to get you started. With this book, you'll
learn how to use Google's Al-powered
cloud services to do everything from
creating a chatbot to analyzing text,
images, and video. Author Micheal
Lanham demonstrates methods for
building and training models step-by-step
and shows you how to expand your
models to accomplish increasingly
complex tasks. If you have a good grasp of
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math and the Python language, you'll
quickly get up to speed with Google Cloud
Platform, whether you want to build an Al
assistant or a simple business Al
application. Learn key concepts for data
science, machine learning, and deep
learning Explore tools like Video Al and
AutoML Tables Build a simple language
processor using deep learning systems
Perform image recognition using CNNs,
transfer learning, and GANs Use Google's
Dialogflow to create chatbots and
conversational Al Analyze video with
automatic video indexing, face detection,
and TensorFlow Hub Build a complete
working Al agent application

Al and Machine Learning for Coders |Gl
Global

Generative modeling is one of the hottest
topics in Al. It’s now possible to teach a
machine to excel at human endeavors
such as painting, writing, and composing
music. With this practical book, machine-
learning engineers and data scientists will
discover how to re-create some of the
most impressive examples of generative
deep learning models, such as variational
autoencoders,generative adversarial
networks (GANs), encoder-decoder models

and world models. Author David Foster
demonstrates the inner workings of each
technique, starting with the basics of deep
learning before advancing to some of the
most cutting-edge algorithms in the field.
Through tips and tricks, you'll understand
how to make your models learn more
efficiently and become more creative.
Discover how variational autoencoders can
change facial expressions in photos Build
practical GAN examples from scratch,
including CycleGAN for style transfer and
MuseGAN for music generation Create
recurrent generative models for text
generation and learn how to improve the
models using attention Understand how
generative models can help agents to
accomplish tasks within a reinforcement
learning setting Explore the architecture of
the Transformer (BERT, GPT-2) and image
generation models such as ProGAN and
StyleGAN

Practical Natural Language Processing
O'Reilly Media

"The authors’ clear visual style provides a
comprehensive look at what’s currently
possible with artificial neural networks as
well as a glimpse of the magic that's to
come." - Tim Urban, author of Wait But

Why Fully Practical, Insightful Guide to
Modern Deep Learning Deep learning is
transforming software, facilitating
powerful new artificial intelligence
capabilities, and driving unprecedented
algorithm performance. Deep Learning
lllustrated is uniquely intuitive and offers a
complete introduction to the discipline’s
techniques. Packed with full-color figures
and easy-to-follow code, it sweeps away
the complexity of building deep learning
models, making the subject approachable
and fun to learn. World-class instructor
and practitioner Jon Krohn-with visionary
content from Grant Beyleveld and
beautiful illustrations by Aglaé
Bassens-presents straightforward
analogies to explain what deep learning is,
why it has become so popular, and how it
relates to other machine learning
approaches. Krohn has created a practical
reference and tutorial for developers, data
scientists, researchers, analysts, and
students who want to start applying it. He
illuminates theory with hands-on Python
code in accompanying Jupyter notebooks.
To help you progress quickly, he focuses
on the versatile deep learning library
Keras to nimbly construct efficient



TensorFlow models; PyTorch, the leading
alternative library, is also covered. You'll
gain a pragmatic understanding of all
major deep learning approaches and their
uses in applications ranging from machine
vision and natural language processing to
image generation and game-playing
algorithms. Discover what makes deep
learning systems unique, and the
implications for practitioners Explore new
tools that make deep learning models
easier to build, use, and improve Master
essential theory: artificial neurons,
training, optimization, convolutional nets,
recurrent nets, generative adversarial
networks (GANs), deep reinforcement
learning, and more Walk through building
interactive deep learning applications, and
move forward with your own artificial
intelligence projects Register your book for
convenient access to downloads, updates,
and/or corrections as they become
available. See inside book for details.

Dive Into Deep Learning Cambridge
University Press

A core principle of physics is knowledge
gained from data. Thus, deep learning has
instantly entered physics and may become
a new paradigm in basic and applied

research.This textbook addresses physics
students and physicists who want to
understand what deep learning actually
means, and what is the potential for their
own scientific projects. Being familiar with
linear algebra and parameter optimization
is sufficient to jump-start deep learning.
Adopting a pragmatic approach, basic and
advanced applications in physics research
are described. Also offered are simple
hands-on exercises for implementing deep
networks for which python code and
training data can be downloaded.
Generative Deep Learning World Scientific
Artificial intelligence and its various
components are rapidly engulfing almost
every professional industry. Specific
features of Al that have proven to be vital
solutions to numerous real-world issues
are machine learning and deep learning.
These intelligent agents unlock higher
levels of performance and efficiency,
creating a wide span of industrial
applications. However, there is a lack of
research on the specific uses of
machine/deep learning in the professional
realm. Machine Learning and Deep
Learning in Real-Time Applications
provides emerging research exploring the

theoretical and practical aspects of
machine learning and deep learning and
their implementations as well as their
ability to solve real-world problems within
several professional disciplines including
healthcare, business, and computer
science. Featuring coverage on a broad
range of topics such as image processing,
medical improvements, and smart grids,
this book is ideally designed for
researchers, academicians, scientists,
industry experts, scholars, IT
professionals, engineers, and students
seeking current research on the
multifaceted uses and implementations of
machine learning and deep learning
across the globe.

Generative Deep Learning Simon and
Schuster

Simplify next-generation deep learning by
implementing powerful generative models
using Python, TensorFlow and Keras Key
FeaturesUnderstand the common
architecture of different types of
GANSsTrain, optimize, and deploy GAN
applications using TensorFlow and
KerasBuild generative models with real-
world data sets, including 2D and 3D
dataBook Description Developing
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Generative Adversarial Networks (GANs) is
a complex task, and it is often hard to find
code that is easy to understand. This book
leads you through eight different
examples of modern GAN
implementations, including CycleGAN,
simGAN, DCGAN, and 2D image to 3D
model generation. Each chapter contains
useful recipes to build on a common
architecture in Python, TensorFlow and
Keras to explore increasingly difficult GAN
architectures in an easy-to-read format.
The book starts by covering the different
types of GAN architecture to help you
understand how the model works. This
book also contains intuitive recipes to help
you work with use cases involving DCGAN,
Pix2Pix, and so on. To understand these
complex applications, you will take
different real-world data sets and put them
to use. By the end of this book, you will be
equipped to deal with the challenges and
issues that you may face while working
with GAN models, thanks to easy-to-follow
code solutions that you can implement
right away. What you will learnStructure a
GAN architecture in
pseudocodeUnderstand the common
architecture for each of the GAN models

you will buildimplement different GAN
architectures in TensorFlow and KerasUse
different datasets to enable neural
network functionality in GAN
modelsCombine different GAN models and
learn how to fine-tune themProduce a
model that can take 2D images and
produce 3D modelsDevelop a GAN to do
style transfer with Pix2PixWho this book is
for This book is for data scientists,
machine learning developers, and deep
learning practitioners looking for a quick
reference to tackle challenges and tasks in
the GAN domain. Familiarity with machine
learning concepts and working knowledge
of Python programming language will help
you get the most out of the book.
Machine Learning Simon and Schuster

In recent years, machine learning has
gained a lot of interest. Due to the
advances in processor technology and the
availability of large amounts of data,
machine learning techniques have
provided astounding results in areas such
as object recognition or natural language
processing. New approaches, e.g. deep
learning, have provided groundbreaking
outcomes in fields such as multimedia
mining or voice recognition. Machine

learning is now used in virtually every
domain and deep learning algorithms are
present in many devices such as
smartphones, cars, drones, healthcare
equipment, or smart home devices. The
Internet, cloud computing and the Internet
of Things produce a tsunami of data and
machine learning provides the methods to
effectively analyze the data and discover
actionable knowledge. This book describes
the most common machine learning
techniques such as Bayesian models,
support vector machines, decision tree
induction, regression analysis, and
recurrent and convolutional neural
networks. It first gives an introduction into
the principles of machine learning. It then
covers the basic methods including the
mathematical foundations. The biggest
part of the book provides common
machine learning algorithms and their
applications. Finally, the book gives an
outlook into some of the future
developments and possible new research
areas of machine learning and artificial
intelligence in general. This book is meant
to be an introduction into machine
learning. It does not require prior
knowledge in this area. It covers some of



the basic mathematical principle but
intends to be understandable even without
a background in mathematics. It can be
read chapter wise and intends to be
comprehensible, even when not starting in
the beginning. Finally, it also intends to be
a reference book. Key Features: Describes
real world problems that can be solved
using Machine Learning Provides methods
for directly applying Machine Learning
techniques to concrete real world
problems Demonstrates how to apply
Machine Learning techniques using
different frameworks such as TensorFlow,
MALLET, R

Machine Learning and Its Applications
O'Reilly Media

A new edition of a graduate-level machine
learning textbook that focuses on the
analysis and theory of algorithms. This
book is a general introduction to machine
learning that can serve as a textbook for
graduate students and a reference for
researchers. It covers fundamental
modern topics in machine learning while
providing the theoretical basis and
conceptual tools needed for the discussion
and justification of algorithms. It also
describes several key aspects of the

10

application of these algorithms. The
authors aim to present novel theoretical
tools and concepts while giving concise
proofs even for relatively advanced topics.
Foundations of Machine Learning is unique
in its focus on the analysis and theory of
algorithms. The first four chapters lay the
theoretical foundation for what follows;
subsequent chapters are mostly self-
contained. Topics covered include the
Probably Approximately Correct (PAC)
learning framework; generalization bounds
based on Rademacher complexity and VC-
dimension; Support Vector Machines
(SVMs); kernel methods; boosting; on-line
learning; multi-class classification;
ranking; regression; algorithmic stability;
dimensionality reduction; learning
automata and languages; and
reinforcement learning. Each chapter ends
with a set of exercises. Appendixes
provide additional material including
concise probability review. This second
edition offers three new chapters, on
model selection, maximum entropy
models, and conditional entropy models.
New material in the appendixes includes a
major section on Fenchel duality,
expanded coverage of concentration

inequalities, and an entirely new entry on
information theory. More than half of the
exercises are new to this edition.

Deep Learning Packt Publishing Ltd

If you're looking to make a career move
from programmer to Al specialist, this is
the ideal place to start. Based on Laurence
Moroney's extremely successful Al
courses, this introductory book provides a
hands-on, code-first approach to help you
build confidence while you learn key
topics. You'll understand how to
implement the most common scenarios in
machine learning, such as computer
vision, natural language processing (NLP),
and sequence modeling for web, mobile,
cloud, and embedded runtimes. Most
books on machine learning begin with a
daunting amount of advanced math. This
guide is built on practical lessons that let
you work directly with the code. You'll
learn: How to build models with
TensorFlow using skills that employers
desire The basics of machine learning by
working with code samples How to
implement computer vision, including
feature detection in images How to use
NLP to tokenize and sequence words and
sentences Methods for embedding models

10
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in Android and iOS How to serve models

over the web and in the cloud with
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TensorFlow Serving



